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Knowledge Article

High CPU load for the QDS
making tasks take longer time to

finish

Description The symptom is that tasks take longer and longer tor run. Arestart of the Qlikview

Distribution Service will temporary solve the problem.

This has to do with the number of something called "Pinned objects". This number is
usuallyin the region 0 to maybe a couple of hundred. At some customers ithas been seen
growing to millions. The number keeps growing until the Distribution service is restarted. As
the number increased, so does the task execution time - until QDS is restarted. This can
also be seen as the Distribution service consume a lot of CPU even when no tasks are
running.

To check this symptom view the number of pinned objects.

This by open performance monitor, right click to add counter. Expand .NET CLR Memory
and select # of Pinned Objects- Also specify the QVDistributionService. Click OK.
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The Processor time counter is automatically added and has to be removed by right clicking
again and selecting properties. Then remove it.
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Resolution

Cause
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Also in the properties adjust the scale. For example if the maximum number of objects is
around 600.000, set the scale maximum to 1.000.000.
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The above picture shows the maxium is only 156 which is fine. But if the number is growing
into hundred thousand then itis probably this issue.

Install Windows update 2600217 (http://support.microsoft.com/kb/2600217). This should be
installed with standard Windows Update as part of "Microsoft NET Framework 4 Client
Profile".

This issue is caused by a memory leak in Microsoft FileSystemWatcher in .NET Framework
4.
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Bug ID

Internal
Comments

Prior ID

Tags

Attachment 1

Attachment 2

Attachment 3

Knowledge Article

Reported to SE as Bug #49702 - closed as 3rd party bug.

CPU, Distribution service, task, Microsoft, memory leak

Your access to these Articles is provided to you as part of your Maintenance Policy and is
subject to the terms of the software license agreement between you and QlikTech or its
affiliates. QlikTech makes no warranties of any kind (whether express, implied or statutory)
with respect to the information contained herein. QlikTech reserves the right to make
changes to anyinformation herein without further notice.
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